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Who do we have in the room today

tinyurl.com/msaroles

& RedHat


http://pollev.com/maliatmanzur177

Agenda

e How Istio Service Mesh fits into the context of microservices
e Which metrics provide insight into a microservices application
e How to use Istio to expose platform and application level metrics
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Istio and Microservices

What is Istio / Service Mesh
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Dedicated, infrastructure
layer that connects your
services together




Istio and Microservices

e Hipster Shop

e 12 different microservices

o With dependencies on other

Recommendation
Service
Ad Services
Hipster Shop USD ¢ f§ View Cart (0)

Product catalog
Service

Shipping
Service

Checkout
Service

One-stop for Hipster Fashion & Style Online

Tired of mainstream fashion ideas, popular trends and societal norms? This line of lifestyle products will help you catch up with the
hipster trend and express your personal style. Start shopping hip and vintage items now!

Currency
Service
Email Service
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Metrics

Why do we need them? t(,
ceo
e Real time performance o——@

e Reduce troubleshooting time ‘
e Proactively find issues ﬂ
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Which metrics provide insight into
a microservices application?
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Latency

Time to service
requests

4 Golden Signals
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Collecting Metrics without Istio

O New Relic.

Pitfalls...

Developers responsibility | Implementation is inconsistent . Too many options
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Collecting Metrics with Istio

@ Service A @ Service B

HTTP/1.1, HTTP/2,
gRPC or TCP --
with or without
mTLS
O Proxy > O Proxy

b 4

o Requests per second
o Request type
o Response time

o etc.
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Bigger Picture




Istio Architecture
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Types of Metrics




‘ Istio and Microservices

Service-level Metrics

Response ‘
Code

Request
Protocol

& RedHat



Istio and Microservices

Instance

Handler

Custom Metrics

Identify the metrics

Ties the instance and
handler

Formatter for datastore
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Control Plane Metrics

Memory

238 MiB
191 MiB
143 MiB

95 MiB

48 MiB

== \firtual Memory == Resident Memory == Alloc == Heap in-use

Stack in-use

== pilot (self-reported)

A & RedHat
Grafana Dashboard of Pilot Component
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OpenShift Service Mesh vs Istio

Supportability: Install with the
OpenShift ServiceMesh Operator

Security: Reduce cluster-scope

privileges in control plane

Control: Opt-in model for

automatic sidecar injection

Maintainability: Replace
BoringSSL with OpenSSL

https://docs.openshift.com/container-platform/4.2/service_mesh/service_mesh_arch/ossm-vs-community.html

OSSM 1.0 = Istio 1.1.11
OSSM 1.0.4 = Istio 1.1.17

‘ Red Hat


https://docs.openshift.com/container-platform/4.2/service_mesh/service_mesh_arch/ossm-vs-community.html

Demo

Hipster Shop

Kiali Mesh Visualization
Grafana Dashboards
Prometheus

OCP Console
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Try it yourself

https://qithub.com/GooagleCloudPlatform/microservices-demo
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https://github.com/GoogleCloudPlatform/microservices-demo

Questions?

& RedHat
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Red Hat is the world’s leading provider of enterprise
open source software solutions. Award-winning support,
training, and consulting services make Red Hat a trusted

adviser to the Fortune 500.

m linkedin.com/company/red-hat facebook.com/redhatinc

n youtube.com/user/RedHatVideos u twitter.com/RedHat
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Distributed Traces

Follow a request as it moves from one service to another
o  Whereis it getting stuck?
o  Whereis the latency?

Would the excessive tracing data slow down everything?
o  Full control over the amount of trace data being generated

Istio creates the “spans” for you by automatically injecting headers
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