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Operator
Operators are software extensions to Kubernetes that make use of custom resources to manage 

applications and their components.

Operator SDK
Framework to simplify Operator development, based on Helm, Go, or Ansible

Operator definitions

Source:
❏ https://kubernetes.io/docs/concepts/extend-kubernetes/operator/
❏ https://github.com/operator-framework/operator-sdk

Custom Resource
An additional to the Kubernetes API to add additional functionality

https://kubernetes.io/docs/concepts/extend-kubernetes/operator/
https://github.com/operator-framework/operator-sdk


Why Operators?



Repeatability of 
installation and upgrade
Operators can have built-in lifecycle 

management. As changes to an application 

occur, the operator can not only understand the 

end state, but how to get there without 

disruption.

Constant Health Checks
Operators as a concept have metrics and insights 

built-in, so we can plug into an established 

observability model.

OTA (Over-the-air) 
updates
Applications would not need to manage the 

updates to application components, and these 

can be managed from the platform itself.

Encapsulation of Domain Expertise
If you can write Ansible or Go, you can wrap your 

service as an Operator on the platform, making it 

“as a service”. The domain expertise can define 

requirements, and applications can easily 

consume that standard.

Source:
❏ https://docs.openshift.com/container-platform/4.1/applications/operators/olm-what-operators-are.html

https://docs.openshift.com/container-platform/4.1/applications/operators/olm-what-operators-are.html


Core to OpenShift runtime



But we’re here to talk Ansible

Source:
❏ https://github.com/operator-framework/operator-sdk#operator-capability-level

https://github.com/operator-framework/operator-sdk#operator-capability-level


Simple to get started

Source:
❏ https://github.com/operator-framework/operator-sdk/blob/master/doc/ansible/project_layout.md

❏ watches.yml - Tell the operator what API resources to look for, and 

which roles/playbooks to execute

❏ roles/ - Any roles the operator will use for management

❏ build/ - How to build the operator container image (mostly hands off)

❏ deploy/ - How to deploy the operator container, including service 

account and API resource authorization

https://github.com/operator-framework/operator-sdk/blob/master/doc/ansible/project_layout.md


Reusing roles/playbooks for operators

Operator



Dependent Custom Resources

paas.redhat.com/v1/orchestrator

paas.redhat.com/v1/newrelicmonitor

paas.redhat.com/v1/awsrds

route.openshift.io/v1/routev1/pod v1/servicev1/pod v1/service

paas.redhat.com/v1/microservicemonitoring.coreos.com/v1/prometheus





Red Hat on Red Hat
https://www.redhat.com/en/about/red-hat-on-red-hat

Thank you!




